
Abstract

Traditional analytical methods applied to the measurement of grape
maturity and quality index in order to assess optimal harvest time have
been proved to be slow and destructive. Therefore, non-destructive
analytical techniques, including spectroscopy, can be a valid support
for the choice of the best time to harvest. This study evaluated the fea-
sibility of using a visible and near infrared spectral scanner (v. 1.4; DV
Srl, Padova, Italy) with a detector in the region between 400-1000 nm
to discriminate between grapes harvested at different times. Twelve
clusters were harvested at 5 different times between October and
December 2011. Spectra were acquired with a Spectral scanner on 3
intact berries from each bunch. These were randomly selected from
top, medium and bottom zones, for a total of 180 spectra. Classification
models were construed comparing 2 methods: soft independent model-
ling of class analogy (SIMCA) and partial least squares discriminant
analysis (PLS-DA). The SIMCA model was developed building individ-
ual principal component analysis (PCA) models for the spectra of each
harvest time. Different pre-treatment methods were tested in order to
enhance the power of the model, thus enhancing the score differences
among samples from different harvest times. The transformation that
allowed the best statistical separation among scores of grapes from dif-
ferent harvest times was the second derivate of Norris. Therefore, the
PCA model obtained from the spectra subjected to this pre-treatment
was used for SIMCA classification. The PLS-DA model were developed
applying the PLS2 algorithm. In order to construct discriminant models
to classify bunch spectra according to the 5 harvest times, spectral
variations were correlated with the 5 categories established. No pre-
treatments were previously applied in this last case since they did not
improve the final result. The SIMCA method was unable to correctly

classify grapes from harvest time 2 (59% of correct classification) and
was less efficient compared to the PLS-DA model. Using the PLS-DA
model, all the grapes were correctly classified (100%) with the excep-
tion of those from harvest time 5 (94%). 

The overall results demonstrate that this method has excellent
potential for discriminating grape quality.

Introduction

Recorded consumption of table grapes places them as the most pop-
ular fruit in the world. According to the International Organization of
Vine and Wine statistics, recent years have seen an increase in their
production for fresh consumption (OIV, 2012).

Being a non-climacteric fruit, the choice of the harvest time is
extremely critical to the final eating quality depending as it does on
various characteristics. Visual attributes, such as colour, size and
shape of the berry, are the main characteristics that consumers look
for (Cliff et al., 1996; Zeppa et al., 1999) while sensory descriptors,
such as skin friability, skin thickness and flesh firmness characterise
commercial table grape cultivars (Cliff et al., 1996; Vargas et al., 2001).
Organoleptic quality is related to the soluble solids’ content (SSC),
titratable acidity (TA) and SSC/TA ratio (Dokoozlian et al., 1995;
Jayasena and Cameron, 2008). These quality attributes change during
maturation. Maturation involves (Coombe, 1992; Watson, 2003): i)
growth of the berry; ii) modification of its mechanical consistency; iii)
accumulation of simple sugars (glucose and fructose that at maturity
may represent up to 20% of the fresh weight); iv) reduction in acidity
and increase in the pH of the juice; v) degradation of chlorophyll; vi)
accumulation of aromatic molecules and of their precursors. 

As for most fruits and vegetables, in general, analytical methods to
determine grape maturity, index and composition are destructive and
involve a considerable amount of manual work that may require
sophisticated equipment. In recent years, research has focused on the
development of non-destructive techniques suitable to increase the
number of pieces of fruit that can be analysed and which can be
repeated on the same sample during its physiological evolution thus
providing real-time information (Costa et al., 2009).

Among these, visible and near infrared (VIS-NIR) (v. 1.4; DV Srl,
Padova, Italy) spectroscopy is widely used for rapid, low-cost and non-
destructive analysis of inner properties of fruits. The use of VIS-NIR
technology has been extensively used to: i) predict SSC, pH, acidity,
phenols and antioxidant activity of wine-grapes (Fernández-Novales et
al., 2009; Gonzáles-Caballero et al., 2012; Cao et al., 2010); ii) to distin-
guish between different ripening stages with a view to optimising har-
vest times depending on the wine-grape variety and the type of the
wine (Gonzáles-Caballero et al., 2012; Guidetti et al., 2010); and iii) to
discriminate between grape varieties (Kemps et al., 2010). Fewer stud-
ies are available about the use of these technologies to assess quality
and maturity of table grapes for which correct identification of the
optimal harvest time is, from a sensorial point of view, very important.
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Among them, Baiano et al. (2012) studied the prediction of physico-
chemical and sensory attributes of white and red/black table grapes
using the information provided by hyperspectral imaging. 

Using the similarity between the spectral characteristics of a group
of samples, classification methods can be applied to discriminate
between different groups. Such a similarity can be expressed through
different tools, such as spectral correlation, logical operations or calcu-
lating distances (Pérez-Marín, 2005). The most common methods of
classification are: artificial neural networks, soft independent model-
ling of class analogy (SIMCA), and partial least squares-discriminant
analysis (PLS-DA) (Naes and Indahl, 1998; Vandeginste et al., 1998;
Vigneau et al., 2000; Naes et al., 2002).

Classification models have been used to discriminate the harvest
time of fruits and vegetables (Tavakolian et al., 2013; González-
Caballero et al., 2012). PLS-DA was used to discriminate among classes
of maturity of apples (based on the starch index; Menesatti et al., 2009)
or among orange varieties (Cen et al., 2007). Both PLS-DA and SIMCA
methods were compared to discriminate between non-bruised and
bruised longan fruits (Polpho et al., 2011), with PLS-DA giving the best
performances. 

The SIMCA model (Wold and Sjostrom, 1977) is based on a separate
principal component analysis (PCA) model that defines the principal
components for each class and calculates their optimal number. All the
individual PCAs constitute the model. For the classification of a new
unknown item, the Euclidean distance of the new item from each group
is calculated in order to identify the nearest class. 

The PLS-DA model uses a training group to develop qualitative pre-
diction models that can be applied later to the classification of
unknown samples. The model seeks to correlate spectral variations (X)
with defined classes (Y), trying to maximise co-variance between the
two types of variables. In this type of approach, the variables are artifi-
cial or fictitious categorical variables (dummy), created by assigning
the value 0 to the sample of category A and the value 1 to the sample of
category B (Heise and Winzen, 2002; Naes et al., 2002; Kramer et al.,
2004). In the case of more than 2 classes, this means that each sample
has a value of 1 in the class to which it belongs, and a value of 0 for the
other classes (Vandeginste et al., 1998; Heise and Winzen, 2002; Naes
et al., 2002). 

The aim of this work was to study the feasibility of using data provid-
ed by spectral imaging extracted with an innovative hyperspectral scan-
ner. This did not require any sample preparation and was able to dis-
criminate between grapes from different harvest dates comparing PLS-
DA and SIMCA classification methods. Hyperspectral imaging, that has
a different acquisition system to the VIS-NIR sample preparation, spec-
tral range (in this study 400-1000 nm) and resolution may be further
developed for direct use in the field or on a sorting line, thus improving
the entire process of table grape production and handling operations.

Materials and methods

Experimental design
Table grapes (cv. Italia) grown in the vicinity of Foggia, central Italy,

cultivated with the Apulia canopy grape training system and covered
with net and low density polyethylene plastic film (polyethylene low
density, free of substances to thermal effect, 170 μm thick) were har-
vested starting from 7th October 2011 (HT 1) and after 11 (HT 2), 27
(HT 3), 48 (HT 4) and 56 (HT 5) days. At each harvest time, 36 clusters
(3 bunches from each of 12 plants) were harvested and transported to
the Postharvest Laboratory of the University of Foggia. 

Quality determination
In order to monitor grape maturity stage and nutritional quality at

each harvest, total soluble solids, acidity, pH, antioxidant activity and
total phenol content were measured on grape juice as follows.

- Total soluble solids (TSS) were measured using a digital refrac-
tometer (Atago PR32-Palette; ATAGO CO., Ltd., Tokyo, Japan).

- Titratable acidity (TA) and pH were measured with an automatic
titrator (TitroMatic CRISON 1S; Crison Instrument, Barcelona, Spain).
Acidity was expressed as percentage of tartaric acid.

- Total phenol content and antioxidant activity were measured using
the same extraction procedure. Five grams of berries were
homogenised in an Ultraturrax (IKA T18 basic; IKA®-Werke GmbH &
Co. KG, Staufen, Germany) after the addition of 3 mg/g of methanol
plus 3% formic acid. The extracts were then centrifuged at 5°C and
9000 rpm for 10 min. Total phenols were determined according to the
method of Singleton and Rossi (1965). Each extract (100 μL) was
mixed with 1.58 mL water, 100 μL of Folin-Ciocalteu reagent and 
300 μL of sodium carbonate solution (200 g/L). After the solution had
been standing for 2 h in the dark, the absorbance was read at 725 nm
against a blank using a spectrophotometer (UV-1700; Shimadzu Corp.,
Jiangsu, China). The content of total phenols was calculated on the
basis of the calibration curve of gallic acid and was expressed as grams
of gallic acid per kilogram of fresh weight (g GA/kg). Antioxidant assay
was performed following the procedure described by Brand-Williams et
al. (1995) with minor modifications. The diluted sample (50 μL) was
pipetted into 0.95 mL of diphenylpicrylhydrazyl solution to initiate the
reaction. The absorbance was read after 24 h at 515 nm. Trolox (6-
Hydroxy-2, 5, 7, 8-tetramethylchromane-2-carboxylic acid) was used as
a standard and the antioxidant activity was reported in milligrams of
Trolox equivalents per kilogram of fresh weight (g TE/kg).

Visible and near infrared image and spectra acquisition 
Hyperspectral images were taken on 3 berries per bunch, selected

from top, medium and bottom zones, in order to control variability due
to the berry position in the cluster with a lab-scale hyperspectral imag-
ing system (v. 1.4.5; DV Srl). The analysis was performed on fruits at
room temperature (approx. 20°C). One scan per sample (3 berries) was
acquired at an acquisition speed of 3 mm/s.

Hyperspectral imaging system consisted of a charge-coupled device
(CCD), a 12-bit camera connected to a V10 type spectrograph (400-1000
nm, 25 μm slit, resolution 5 nm; ImSpector V10, Specim Ltd., Haarlem,
The Netherlands) coupled with a standard C-mount f16 mm lens. The
optics of this imaging system allowed us to study the fruit properties
associated to the spectral range 400-1000 nm of reflectance with 5 nm
of resolution. The target was placed at a distance of 360 mm from the
camera. The light source consisted of a 150 W halogen lamp (EKE
21V150 W, Tokyo, Japan) mounted at an angle of 45° to the horizontal
plane, and of an optic fibre that transfers the radiation to a linear light
diffuser. The camera spectrograph assembly was supplied with a step-
per motor to move the unit through the field of view of the camera and
carry out a line-by-line scan of the berry. The spectral images were col-
lected in a dark room where the halogen light was the only light source.
The hyperspectral images were first corrected with a white and a dark
reference. The dark reference was used to remove the effect of dark
current of the CCD detectors that are thermally sensitive.

All the spectra were extracted using the Spectral Scanner software
(v. 1.4.5; DV Srl). A total of 180 spectra were obtained (3 berries from
each of 12 bunches harvested at 5 different times). A region of interest
corresponding to the maximum inscribed rectangle was manually
selected on each berry.
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Spectra pre-treatment
Spectral data were analysed using the Unscrambler packing software

version 9.1 (CAMO ASA, Oslo, Norway). All the reflectance measure-
ments were first transformed to absorbance values using log (1/R)
according to the law of Lambert-Beer.

The spectra were analysed with a PCA central model to identify and
eliminate defective spectral outliers (Massart et al., 1998; Naes et al.,
2002).

Development of classification models
Classification models were constructed to classify grapes according

to harvest time, comparing 2 classification methods: SIMCA using the
Unscrambler 9.1 software, and PLS-DA using the WinISI II software
package version 1.50 (Infrasoft Int., Port Matilda, PA, USA).

Soft independent modelling of class analogy
The SIMCA classification is a method based on disjoint PCA model-

ling realised for each class in the calibration set. Unknown samples are
then compared to the class models and assigned to classes according to
their analogy with the calibration samples. Each class is modelled
using separate PCA models. A number K of principal components is
used to build the model. These K components define the inner space
and the space of the structure, and the other principal components are
the outer space and the space of the noise. The SIMCA model is a hyper
volume in the space of the significant components, delimited by the
range of the scores (normal range). The sensitivity of a class model is
the fraction of the objects belonging to that class accepted by the model.
The specificity of a model is the fraction of objects belonging to other
classes rejected by the studied class model. An unknown sample is com-
pared with each group in turn by computing two distances: the
Euclidean distance from the spectrum to its projection into the model
for that group (distance from the model) and the Mahalanobis distance
from the projected spectrum to the group mean (distance within the
model), and comparing these distances with thresholds derived from
the training data. If both distances are less than the threshold, the
unknown is a possible member of that group. After all the comparisons
have been made, the unknown sample may be identified as a possible
member of none, one, or more than one of the groups. 

In our case, the SIMCA model was developed by building PCA models
for each harvest time and these were subsequently used to classify
external spectra. 

Spectra were pre-treated by different mathematical methods. In
order to find the mathematical transformation which best differentiat-
ed between spectra from different harvest times, different pre-treat-
ment methods were tested. Pre-treatment methods (smoothing, nor-
malisation, multiple scatter correction, noise, Norris derivative,
Savitzky-Golay derivative and baseline) were tested individually.
Transformed data were used to build PCA models and the obtained
scores of the PC1 were than subjected to a one-way analysis of variance

(ANOVA) for the harvest time. Means were compared using Tukey’s
test (P≤0.05).

The PCA scores represent the weighted sums of the original vari-
ables without significant loss of useful information, whereas loadings
(weighting coefficients) identified major variables responsible for spe-
cific features appearing in the scores.

Based on Tukey test results, the transformation that provided the
best differentiation between scores of grapes from different harvest
times was chosen to build the individual PCA models for each harvest
time. The test was performed by applying also the random method of
crossvalidation with 10 segments and 17 samples per segment in order
to prevent model over-fitting. 

Partial least squares-discriminant analysis model
The PLS-DA model was developed applying the PLS2 algorithm and

using the discriminant equations option in the WinISI II (version 1.50
software package, 2000; Infrasoft Int.). While PLS was initially built for
quantitative analysis, now it is also used for qualitative classification.
This supervised analysis is based on the relation between spectral
intensity and sample characteristics, in our case, using spectral varia-
tions (X) and 5 established categories, corresponding to the harvest
dates (Y), and trying to maximise covariance between the two types of
variables. PLS-DA is, therefore, performed using an exclusive binary
coding from PLS regression (PLS2) that uses M spectral variables as
predictors and q variables (0 or 1) as variables response.

During the calibration process, the PLS-DA method is trained to
compute the membership values, one for each class. The sample is then
assigned to one class when the value is above a specific prediction
threshold (Musumarra et al., 2005; Liu et al., 2007).

All models were constructed using full crossvalidation (leave-one-
out), suitable for small sample sets (Naes et al., 2002).

Statistical analysis
One-way ANOVA was performed on quality attributes at harvest and

on PC1 scores after mathematical pre-treatment. Mean values were
separated with Tukey’s test (P<0.05) after testing the hypothesis of the
normal distribution of the data and of the homogeneity of the variance
(Levene test with P=0.05) Data were analysed with the StatGraphics
Centurion software (v. 16.1.11; StatPoint Technologies, Inc., Warren -
ton, VA, USA).

Results and discussion

Grape composition 
Table 1 shows the evolution of quality parameters as harvesting pro-

ceeds over time. Harvest time influenced TSS and TA at the harvest
time point, while for pH, phenols, and antioxidant activity, any change
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Table 1. Chemical composition of Italia table grapes at different harvest times. 

Harvest times                TSS                          pH                   Titratable acidity                           Phenols                          Antioxidant activity
(HT)                           (°Brix)                                               (% tartaric acid)               (gallic acid mg/100 g)               (Trolox mg/100 g)

1                                                21.57a                                 4.21                                      0.37a                                                      51.76                                                     296.38
2                                                20.86a                                 4.30                                     0.34ab                                                     44.16                                                     268.01
3                                                21.89a                                 4.27                                      0.30b                                                      58.76                                                     273.39
4                                                17.97b                                 4.28                                      0.30b                                                      43.80                                                     264.07
5                                                18.21b                                 4.37                                      0.29b                                                      46.59                                                     264.36
TSS, total soluble solids. a,bWithin each column different letters indicate significantly different mean values (P<0.05).
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was observed after the first harvesting. Total soluble solids decreased
from HT 1, 2 and 3 (approx. 21° Brix) to HT 4 and 5 (approx. 18° Brix)
while no significant difference was found according to the position in
the cluster (data not shown). Titratable acidity decreased during ripen-
ing, with grapes of HT 1 showing a higher titratable acidity than grapes
from the other harvest times, except for grapes of HT 2 that showed
intermediate values. The decrease in acidity can be related to the pro-
gressive maturation. However, since this was not accompanied by an
increase in soluble solids (Watson, 2003), it can be hypothesised that
grapes up to HT 3 had already reached optimal maturity and that only
changes related to overripening and senescence were observed as har-
vesting proceeded over time. Furthermore, it can be concluded that
there was no statistical difference in maturity stage for the entire har-
vest time, and that possibly only 2 classes of maturity could be differen-
tiated. 

Spectral analysis
Principal component analysis showed the presence of 6 outliners;

therefore, the number of initial samples was reduced to 174 and these
were used for classification. These outliners were found according to
the Mahalanobis distance (H), using a threshold of 3.0 (Williams and
Norris, 2001).

Development of classification models
Before constructing the individual PCA for each harvest time, and

carrying out the classification process with the SIMCA model, different
mathematical transformations were tested in order to maximise differ-
ences among spectra of grapes from different harvest times. After each

transformation, a PCA with all samples (from all harvests) was per-
formed and mean scores of the first principal components (PC1)
grouped for harvest time were separated using Tukey’s test. 

From the ANOVA results on PC1 score obtained after different pre-
treatment methods, it was observed that the second derivative of
Savitzky-Golay showed the poorest performance of separation of the
PC1. The noise, moving average smoothing and first derivative of
Norris separated the 5 harvest times into 3 groups, while the normali-
sation, MSC, baseline and first derivate of Savitzky-Golay put the PC1
score into 4 groups (data not shown). Finally, the second derivative of
Norris completed the separation of the PC1 score among harvest dates
(Table 2) fulfilling also the ANOVA hypothesis. In Figure 1, the spec-
trum of the samples is shown before and after the pre-treatments with
second derivative of Norris. In Figure 2, the results of the PCA are
shown. Therefore, after transformation by the second derivate of
Norris, individual PCA for samples of each harvest were saved and used
to classify internal data in full crossvalidation (Figure 2). Despite the
difference in PC1 score, the PCA plot shows that it was not possible to
discriminate completely between grapes from HT 1, 2 and 5.

Table 3 shows the performance of SIMCA in classifying grapes from
different harvest times. Results are shown in the form of a matrix in
which numbers of correctly classified harvest times are shown on the
diagonal.

It was found that SIMCA could not effectively classify all samples
according to harvest time. The percentage of correctly classified sam-
ples was over 75% at all harvest times except for HT 2 (59%).

In order to try to improve the classification performance, 2 different
ranges of the spectrum were individually tested: 400-775 and 780-980.
This left out only the very first and the last part of the spectra. This step
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Table 2. Analysis of variance of first principal component mean
scores for spectra of Italia table grapes transformed with the sec-
ond derivative of Norris. 

Factor PC1

HT 1 0.009b

HT 2 −0.004c

HT 3 0.021a

HT 4 −0.017e

HT 5 −0.010d

PC1, first principal component; HT, harvest times. a,b,c,d,eMean values with different letters show signifi-
cant statistical difference according to Tukey’s test (P<0.05).

Table 3. Classification results of soft independent modelling of
class analogy analysis applied to discriminate between samples of
Italia grapes from different harvest times using the whole spectra
interval (400-1000 nm). 

Qualitative groups HT 1 HT 2 HT 3 HT 4 HT 5

HT 1 33 - - - -
HT 2 - 20 - - -
HT 3 - - 36 - -
HT 4 - - - 26 -
HT 5 - - - - 27
% correctly classified 94 59 100 79 75
HT, harvest times.

Figure 1. Spectra plot of Italia grapes before (A) and after (B) sec-
ond derivative of Norris on the entire 400-1000 nm interval.
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could, in fact, clarify whether the part of the spectrum containing the
peaks at 710 and 735 contained more information than the second
region of the spectrum, and if a part of the spectra not affected by the
harvest time was inducing the low performance of the classification.

Table 4 shows the percentage of correctly classified samples
obtained using the 2 individual ranges. In particular, using the spectral
range from 400 to 775 the percentage of correctly classified samples
increased only for HT 4 (from 79% to 82%), and decreased from 59% to
38% in HT 2 and from 75% to 0% in HT 5, while there was no change
for HT 1 and 3. When using the spectral range from 780 to 790, the per-
centage of correctly classified samples increased for all classes except
for HT 2 and 3. However, the model performance was generally
improved. Classification increased from 94% to 100% in the HT 1 group,
from 79% to 88% in HT 4 and from 75% to 83% in HT 5. In HT 2, 53% of
the samples were correctly classified compared to 59% of the previous

model, while HT 3 correctly classified 92% of the samples compared to
100% of the previous model. Finally, this model was tested using only
117 samples in the calibration set and 57 samples for external valida-
tion. In this case, there was a slight improvement in classification per-
formance. Table 5 shows the percentage of correctly classified samples
obtained from spectral range between 780-980 nm using external data.
In this case, the ability of the model to correctly classify samples of HT
2 increased from 53% to 73%, decreasing from 97% to 92% for HT 3, and
from 88% and 83% to 82% for samples of HT 4 and 5, respectively. These
results highlight the fact that the region between 780-980 nm of the
spectra contained the highest variability related to the time of harvest.
This was probably because it contained the band of sugars (840 nm),
as reported by Baiano et al. (2012), and the band of water (980 nm), as
reported by Cynkar et al. (2009) in white grapes. 

Table 6 shows the classification performance of the PLS-DA method.
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Table 4. Classification results by soft independent modelling of class analogy analysis applied to discriminate between samples of Italia
grapes from different harvest times using the 2 different ranges of the spectrum (400-775 and 780-980 nm).

                                                                                                               Spectral range 400-775 nm
Qualitative groups                          HT 1                               HT 2                          HT 3                               HT 4                        HT 5

HT 1                                                                     32                                               -                                           -                                                 -                                        -
HT 2                                                                      -                                               10                                          -                                                 -                                        -
HT 3                                                                      -                                                 -                                          36                                                -                                        -
HT 4                                                                      -                                                 -                                           -                                                18                                       -
HT 5                                                                      -                                                 -                                           -                                                 -                                        0
% correctly classified                                      94                                              38                                       100                                              82                                      0
                                                                                                               Spectral range 780-980 nm
Qualitative groups                          HT 1                               HT 2                          HT 3                               HT 4                        HT 5

HT 1                                                                     35                                               -                                           -                                                 -                                        -
HT 2                                                                      -                                               18                                          -                                                 -                                        -
HT 3                                                                      -                                                 -                                          35                                                -                                        -
HT 4                                                                      -                                                 -                                           -                                                28                                       -
HT 5                                                                      -                                                 -                                           -                                                 -                                       30
% correctly classified                                     100                                             53                                        97                                               88                                     83
HT, harvest times.

Figure 2. Principal component analysis result for spectra of Italia grapes transformed with the second derivative of Norris. 
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Results achieved with this model may be considered excellent, achiev-
ing 100% correct classification on 4 classes out of 5, and 94% of correct-
ed classified samples in HT 5. 

Spectral data provided information on differences between grapes
from different harvest dates which were not strictly dependent on the
maturity index and that could not be revealed by composition at har-
vest. This indicates that the spectra of the fruits significantly changed
with harvest time. Higher performance of PLS-DA versus SIMCA was
reported by Pholpho et al. (2011), discriminating between bruised and
non-bruised longan fruits, and by González-Caballero et al. (2012) who
evaluated the ability of NIR spectroscopy to distinguish between differ-
ent ripening stages of wine-grapes.

Conclusions

The overall results demonstrate that spectral information obtained
by hyperspectral imaging of the whole berries has excellent potential to
evaluate grapes as a function of time of harvest. In particular, the clas-
sification of harvest time using the PLS-DA model provided extremely
satisfying results, being able to correctly classify almost all samples. It
may be interesting in further studies to apply this algorithm for: i) real-
time classification of the table grapes in the vineyard or on a sorting
line; ii) to further develop a method to identify the optimal harvest
time; or iii) to discriminate between table grapes to define length of
storage times. 

This approach represents a fast, clean method to allow producers to
improve table grape quality in the whole chain. However, the cost-ben-
efit ratio will need to be evaluated.
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Table 5. Results of classification by soft independent modelling of class analogy analysis applied to discriminate between external sam-
ples of Italia grapes from different harvest times in the 780-980 nm spectral range.

                                                                                                                        External samples
Qualitative groups                          HT 1                               HT 2                          HT 3                               HT 4                        HT 5
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