
Abstract
This paper proposes a lightweight sandy vegetation object

detection algorithm based on attention mechanism to solve the
object detection task in the harsh sandy environment. We reduce the
number of model parameters by the lightweight design of the
anchor-free object detection algorithm model, thereby reducing the
model inference time and memory cost. Specifically, the algorithm
uses a lightweight backbone network to extract features and linear
interpolation in the neck network to achieve multi-scale. Model
algorithm compression is performed by depthwise separable convo-
lution in the head network. At the same time, the channel attention
mechanism is added to the model to optimise the algorithm further.
Experiments have proved the superiority of the algorithm, the mAP
in the training effect is 76%, and the prediction time per frame is
0.0277 seconds. It realises the efficiency and accuracy of the algo-
rithm operation in the desert environment.

Introduction
Soil desertification is one of the world’s important ecological

and environmental problems. According to data provided by the
United Nations, in the past 50 years, the world’s land threatened
by desertification accounted for 40% of the world’s total area,
about 3.6 billion hectares. In Africa alone, there are 36 countries
facing desertification. The global economic loss due to desertifi-
cation has reached 42 billion US dollars yearly (Michael et al.,
2018). With the advancement of science and technology, more
and more intelligent devices based on computer vision are used
to study and control deserts. Sandy vegetation has the functions
of resisting sand burial, fixing quicksand, and preventing wind
erosion, which plays a decisive role in restoring desert ecology. At
present, most sandy vegetation is left to fend for itself. Our team
is researching the exploration and maintenance of sandy vegeta-
tion through intelligent mobile robot technology to improve the
survival rate of sandy vegetation and survey the distribution of
sandy vegetation. Accurate and real-time perception of sandy veg-
etation is the prerequisite and technical basis for safe movement,
obstacle avoidance, exploration, maintenance, and other work of
robots in the sand. However, it is difficult to collect data sets due
to the harsh desert environment. At the same time, the desert tem-
perature is high, which limits the energy consumption, operating
speed, and scale of network models of smart devices. In addi-
tion, factors such as the shapes of sandy vegetation species are
similar, a n d  the same colour of vegetation and background
cannot be ignored. The existing object detection algorithms
cannot deal with these challenges well (Figure 1).

Therefore, it is indispensable to study the object detection
algorithm for sandy vegetation. Object detection technology is a
technology to identify the category and position of target objects
in an image, which plays a fundamental and vital role in computer
vision (Zhang et al., 2022). Before deep learning was widely used,
traditional object detection techniques used a sliding window
mechanism to select areas that may contain target objects and
applied feature extraction algorithms such as SIFT to each
obtained window. After that, the machine learning classification
algorithm is used to classify each window, and the position infor-
mation and category information of each box is obtained.

The object detection algorithm based on deep learning divides
into two-stage and one stage according to whether there is a can-
didate frame generation stage. The two-stage object detection
determines the candidate frame in advance to further improve the
detection accuracy, among which the representative algorithms are
the Fast-RCNN (Girshick, 2015) algorithm and the Faster-RCNN
(Ren et al., 2015) algorithm. However, because of the design of a
network for extracting candidate frames, the increase in the num-
ber of parameters in this part makes the training and inference
time of the model correspondingly longer. On the contrary, the
one-stage object detection no longer extracts the candidate frame;
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that is, the detection problem is transformed into a regression prob-
lem, among which the representative algorithms are the YOLO
(Redmon and Farhadi, 2018) series algorithm and the SSD (Liu et
al., 2016) algorithm.

Both two-stage and one-stage object detection algorithms rely on
predefined anchor boxes, which have always been considered the
key to detection. Although the detection effect of this kind of algo-
rithm is remarkable, the anchor frame-based detector still has
some shortcomings, such as challenging hyperparameter setting,
sensitivity to the aspect ratio of the anchor frame, imbalance of
positive and negative templates, and complexity of calculation results
(IoU). Therefore, anchor-free object detection algorithms such as
CornerNet (Law and Deng, 2018), CenterNet (Duan et al., 2019), and
FCOS (Tian et al., 2019b) are gradually becoming popular. CornerNet
predicts the heat map of the upper left and lower right corners corre-
sponding to all instances of the same category through a single convo-
lutional neural network and the embedding vector corresponding to
each corner point. The embedding vector combines the two corner
points of the same target to form a detection frame. Although it is an
anchor-free object detection algorithm, it is still carried out based on
the corners of the anchor box, and the prediction is made through the
corner point information of the anchor box. CenterNet focuses on the
central point. Each heatmap corresponds to the centre point of a cate-
gory. The centre point is represented by a Gaussian kernel, thus penal-
ising the values around the target centre point relatively mildly. The
model is trained through a separate convolutional neural network
regression target centre point, size, and offset loss, and finally outputs
the category and bounding box information, which truly realises the
object detection algorithm without anchor boxes. FCOS directly pre-
dicts the category of the feature point and the distance from the pixel
to the bounding box through the fully convolutional neural network on
the feature map. The model uses FPN to layer the feature map to pre-
dict objects of different scales, thereby avoiding the situation of pre-
dicting multiple overlapping boxes under the same feature map.

In addition, to adapt to different operating conditions and hard-
ware platforms, especially for mobile terminals, network model design
tends to be lightweight, such as knowledge distillation, network prun-
ing, and more refined lightweight backbone network design.
Lightweight processing reduces the number of parameters in the fully
connected layer of the model and reduces the complexity of the model
while ensuring that the loss of model accuracy is small. At the same
time, without significantly increasing the training cost, the calculation
of the convolutional layer is optimised to improve the inference time
of the model prediction. The more popular lightweight backbone net-
works are SqueezeNet (Iandola et al., 2016), ShuffleNet (Zhang et al.,
2018) series and MobileNet (Howard et al., 2017) series and other
algorithm structures. Among them, SqueezeNet adopts a well-
designed structure of compression and expansion. The MobileNet
series uses methods such as more efficient depthwise separable con-
volution and residual structure. The ShuffleNet series proposes the
operation of channel shuffling, which further reduces the computation-
al load of the model.

Although there is no object detection case for sandy vegetation,
many researchers have studied the object detection technology of
other plants. Tian et al. (2019a) improved YOLOV3 using DenseNet
to propose a YOLOV3-dense-based apple detection algorithm. Birrell
et al. (2020) proposed an object detection method for iceberg lettuce
based on the YOLO network. Kestur et al. (2019) proposed a
MangoNet based on a fully convolutional deep CNN architecture for
mango detection. Williams et al. (2019) proposed a fully convolution-
al neural network based on VGG 16 Net for semantic segmentation of
kiwifruit tree canopy images. Yu et al. (2019) studied various algo-
rithms for lawn weed recognition based on deep convolutional neural

networks and obtained DetectNet with the best results. Dyrmann et
al. (2016) proposed a Fully CNN- based model for detecting indi-
vidual weeds in wheat fields obscured by leaves.

Different from the normal farmland environment, whether it is
the object detection of plants or fruits, the object detection of sandy
vegetation faces many other challenges, such as the similar shape
between vegetation types, the same colour of vegetation and back-
ground, and harsh operating environment. Therefore, we propose a
lightweight sandy vegetation object detection algorithm based on
an attention mechanism (Figure 1).

Materials and Methods
As shown in Figure 2, the object detection algorithm consists

of four parts: backbone network, attention module, neck network,
and head network. First, the algorithm extracts the features of the
input image in the backbone network, then suppresses the irrele-
vant feature information through the attention module, then real-
izes the fusion of features in the neck network, and finally per-
forms classification and regression prediction on the feature map
through the detection head network.

Backbone
The design of the backbone network in this paper is based on

the structure of ShuffleNetV2 (Ma et al., 2018). As shown in
Figure 3, this module divides the network into two branches before
inputting feature maps, one branch is equally mapped, and the
other branch undergoes three consecutive convolutions. The first
convolution is followed by Batch Normalization and ReLU opera-
tions, the second convolution is followed by Batch Normalization,
and the third convolution is also followed by Batch Normalization
and ReLU operations. The input and output channels are kept con-
sistent. Finally, the results of the two branches are combined
through the Concat operation, and the channel shuffling operation
is performed to ensure that the information is fully integrated.

The specific design of each layer of the backbone network is
shown in Figure 4. The input of the backbone network is a
320×320 image, which first goes through a layer of convolution
and maximum pooling operations, then goes through the
ShuffleNet V2 module and outputs three feature maps with differ-
ent scales. Finally, Conv5 convolution is added before the global
pooling operation. Then, for the downsampling operation, directly
set the convolution stride to 2, the feature map is halved, and the
number of channels is multiplied. The Stage2 layer contains No. 0-
3 modules. The design of module 0 consists of two branches, one
branch is input into the ReLU function after two consecutive con-
volution normalization operations, and the other branch is subject-
ed to the three consecutive convolution processes described above.
No design is made for branch 1 in modules 1-3, and branch 2 still
maintains the same operation as module 0, only modifying the con-
volution step size. Stage 3 and Stage 4 are also similar structures
as above.

Attention module
In order to improve the detection effect of sandy vegetation

objects in the same colour backgrounds, we introduce the SENet
(Hu et al., 2018) attention module. As a well-known attention
mechanism, SENet mainly selects the more important feature
channels according to the corresponding weights of different chan-
nels by mining the relationship between feature channels, that is,
the focus of attention distribution, thereby improving the perfor-
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mance of the model. By adding this module to the input and output
parts of the backbone network, the algorithm can quickly learn the
main information of interest and sup- press irrelevant information
to improve the convergence and accuracy of the network.

As shown in Figure 5, after the input image size is mapped
from h×w×c1 to h×w×c2, first we perform feature compression

according to the spatial dimension. Turn each two-dimensional fea-
ture channel into a number that has a global receptive field to some
extent, and the output dimension matches the number of input fea-
ture channels. That is, the statistical information between channels
is generated through the global average pooling operation and
the global information is compressed into channel information.
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Figure 1. The object detection results of the proposed method for sandy vegetation.

Figure 2. Structure of the proposed method.
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Then, in order to better obtain the weight of each channel to the
prediction result, the nonlinear relationship between channels is
mined as much as possible through the sigmoid function, and the
dimensionality reduction operation is realised through two fully
connected layers. Finally, the weights of each feature channel after
feature selection obtained at different scales are weighted to the
previous features channel by channel through multiplication to
complete the reweighting of the original features in the channel
dimension.

Neck
After obtaining the feature maps of different scales output by

the attention mechanism module, it is passed as input to the neck
network. The design of the neck network refers to the structure of
PANet (Path Aggregation Network) (Liu et al., 2018) for semantic
segmentation. As shown in Figure 6, the neck network contains

two path-ways, top-down and bottom-up, and enhances the expres-
sive ability of the entire network by transferring network fea-
tures at different levels, which contains rich information. The fea-
ture map first realizes the alignment of feature channel dimensions
through a 1×1 convolution kernel, and then uses linear interpola-
tion to complete the process of upsampling and downsampling to
ensure the lightweight of the model, removing redundant convolu-
tion operations.

Head
The head network learns the parameters for image classifica-

tion and regression during the training process and returns the cor-
responding results during the prediction process. The design of the
FCOS-based structure for lightweight optimization of the object
detection head network structure is shown in Figure 7.

We remove the shared weight part of the FCOS detection head
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Figure 3. ShuffleNet V2 module.

Figure 4. Structure of the backbone network.
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and replace the original ordinary convolution form with depthwise
separable convolution. The depthwise separable convolution is
divided into channel-by-channel convolution and point-by-point
convolution. In the channel-by-channel convolution process, each
convolution kernel only calculates one channel, and the number of
convolution kernels remains the same as the number of channels in
the previous layer. Assuming that there are M channel features and
the size of the convolution kernel is DK×DK, the parameter quan-
tity after channel-by-channel convolution is DK×DK×M. Then per-
form pointwise convolution. At this time, the size of the convo-
lution kernel is 1×1×M, which is aligned with the number of
channels in the previous layer. The number of convolution ker-
nels is N, and the operated feature maps are added in the channel
direction. Finally, the parameter quantity of point-by-point convo-
lution is M×N. The total parameter amount of the depthwise sepa-
rable convolution is the accumulation of the above two parts.
Compared with the ordinary convolution, the parameter amount is
significantly reduced. As shown in Equation 1, the parameter
amount of ordinary convolution is W times that of using depthwise
separable convolution.

                                                  

(1)

Loss function
This paper uses Generalized Focal Loss (GFL) (Li et al., 2020)

as the loss function, which has two specific forms: Quality Focal
Loss (QFL) and Distribution Focal Loss (DFL). The QFL function
jointly represents the classification score and the bounding box
quality prediction score, which ensures the consistency of training
and prediction. Based on Focal Loss, it changes the label informa-
tion to a continuous value from 0 to 1.

  
(2)

where | y – σ | β represents the scale factor part, the representation
is the power function of the absolute distance between σ and y,
and β is a hyperparameter generally set to 2.

The DFL function optimises the probability of the two posi-
tions closest to the label y, one left and one right so that the
network can quickly focus on the distribution of the adjacent areas
of the object position.

(3)

QFL and DFL can be jointly expressed as one formula, assum-
ing that the predicted probabilities of values yl and yr are pyi and

pyr, respectively, the final predicted result is the GT

label is y, and is used as a scaling factor, then FGL can
be expressed as formula 4:
                                                  

(4)

Experiments

Datasets
In order to verify the effectiveness and advancement of the

algorithm in this paper, we went to the sandy field to collect 500
images of common sandy plants and marked them as a sandy veg-
etation dataset. In addition, we augmented the dataset with Mosaic
(Bochkovskiy et al., 2020) data augmentation techniques and
finally formed 4000 annotated sandy plant images. That is, based
on scaling and randomly cropping a single image, the four sepa-
rately processed images are stitched together into a new image.
This can further enrich the feature information and scale of the
dataset. Finally, we set 3500 images as the training set and the
remaining 500 images as the test set.

Implementation details
In this paper, we will not only use the representative two-stage

object detection algorithm Faster-RCNN (Ren et al., 2015), the
one-stage object detection algorithm YOLOv3 (Redmon and
Farhadi, 2018), and anchor-free object detection algorithm
CenterNet (Duan et al., 2019) and FCOS (Tian et al., 2019b) as the
comparison groups, but also compare the two currently popular
lightweight object detection algorithms YOLOv3-Tiny (Redmon
and Farhadi, 2018) and NanoDet (RangiLyu, 2021). The experi-
mental hardware is a computer with an i7 processor, 32G memory,
and a 3070 graphics card.

Results 
The specific performance of the algorithm is shown in Table 1,

where mAP represents the average accuracy of algorithm detec-
tion, the model size represents the memory size of the trained
model, and time cost represents the model’s prediction and infer-
ence time for a picture. Although the detection accuracy of the
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Table 1. Comparison results of various object detections. 

Methods                                                mAP                                           Size of the model                                           Time cost(s)

Faster-RCNN                                                       0.8130                                                                     330.5                                                                              1.76262
YOLOv3                                                                0.7332                                                                     492.9                                                                               0.2017
CenterNet                                                            0.7532                                                                     115.6                                                                               1.4047
FCOS                                                                     0.7540                                                                     257.6                                                                               0.2043
YOLOv3-Tiny                                                        0.5802                                                                      33.4                                                                                0.1452
NanoDet                                                               0.7259                                                                       3.2                                                                                 0.0310
Ours (without SENet)                                      0.7388                                                                       3.4                                                                                 0.0206
Proposed method                                            0.7648                                                                      3.5                                                                               0.0277
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Faster-RCNN algorithm is the highest, at the same time, the speed
is also the slowest due to the two-stage inference. On the other
hand, the YOLOv3 algorithm model requires the largest memory.
Compared with the above two methods, the anchor-free algorithm
has a relatively small space and memory, which is very suitable for
the requirements of embedded devices or mobile robots. It can be
clearly seen from Table 1 that the advantages of a lightweight net-
work are obvious; not only is the memory required very small, but
the real-time performance is also good. Among them, NanoDet has
the smallest memory, but under the premise that the memory
occupied by our algorithm remains similar to that of NanoDet, the
accuracy and inference time are ahead of NanoDet and YOLOv3-
tiny. In addition, ablation experiments show that adding an SE
attention module can effectively improve the accuracy of sandy
vegetation object detection while slightly increasing the consump-
tion of memory and reasoning time.

As shown in Figure 8, the desert vegetation recognition accu-
racy of the YOLOv3-tiny algorithm is low. Missing objects
occurred in all 4 images, and false detections occurred in the
third image. The NanoDet algorithm misses detection in the fourth
image and also has false detection in the third image. In contrast,
our proposed object detection algorithm has the best recognition
accuracy of sandy vegetation.

Conclusions
The network model in this paper is designed to reduce the

amount of model parameters by lightweight design of the anchor-
free object detection algorithm model, thereby reducing the model
inference time and the memory cost. The detection performance of
the algorithm no longer depends on the setting of hyperparameters
such as anchor box size, aspect ratio and quantity information, and
can be combined with multi-scale network structures. It can also be
well adapted to candidate objects with large changes in shape,
and there is no need to set the shape and size of the anchor box
for different detections, which further improves the generalisation
ability of the detection algorithm. On this basis, the model accura-
cy is further improved through the attention mechanism. At the
same time, it ensures the efficiency and accuracy of detecting
sandy vegetation in desert environment.
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