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Abstract 

Lychee, a key economic crop in southern China, has numerous similar-looking varieties. 

Classifying these can aid farmers in understanding each variety's growth and market demand, 

enhancing agricultural efficiency. However, existing classification techniques are subjective, complex, 

and costly. This paper proposes a lychee classification method using an improved ResNet-34 residual 

network for six common varieties. We enhance the CBAM attention mechanism by replacing the 

large receptive field in the SAM module with a smaller one. Attention mechanisms are added at key 

network stages, focusing on crucial image information. Transfer learning is employed to apply 

ImageNet-trained model weights to this task. Test set evaluations demonstrate that our improved 

ResNet-34 network surpasses the original, achieving a recognition accuracy of 95.8442%, a 5.58 

percentage point improvement. 

 

Introduction 

Lychee (scientific name: Litchi Chinensis Sonn) originated in China (Chang, 1961) and is an 

important economic crop in the southern regions of China. Lychee is widely distributed in 

southwestern, southern, and southeastern China, with a particular concentration in the Fujian and 

Guangdong provinces (Mitra and Pathak, 2008; Jiang et al., 2021). 

According to incomplete statistics, there are approximately more than 200 recorded varieties of 

lychee worldwide (Wu, 1998; Menzel et al., 2005; Chang et al., 2017). The large number of varieties 

and their high similarity pose many challenges to lychee production and research (Khurshid et al., 

2004). Firstly, it misleads consumers and affects market competition. For example, in the Guangzhou 

market, there are only around 20 varieties of lychee available for purchase, yet visually similar 

varieties can have significant price differences, making it difficult for consumers to distinguish them. 

Secondly, it jeopardizes the conservation of germplasm resources. Correctly identifying varieties is a 

crucial step in preserving the diverse genetic resources of lychee, and the confusion of varieties 

diminishes their utility (Zhang et al., 2013; Yao et al., 2021). Thirdly, there is a problem of chaotic 

naming of lychee varieties within different regions (Aradhya et al., 1995), where the same variety 

may be assigned different names, and different varieties may share the same or similar names. 

Various scholars from different fields have endeavored to classify lychee varieties. Liu Wei (Liu 

et al., 2015) conducted molecular-level identification of lychee varieties and their genetic 

relationships using single nucleotide polymorphism (SNP) markers. Similarly, M. Madhou (Madhou 

et al., 2013) differentiated between different lychee germplasms using microsatellite markers. While 

these molecular and genetic identification methods boast high accuracy, their operational complexity 

and time-consuming nature pose significant challenges. In the realm of machine vision-based lychee 



variety classification, Liu Dan (Liu et al., 2014) explored the utility of hyperspectral imaging (HSI) 

technology and multivariate classification in lychee identification. Their work established 

correlations between reflectance spectra and lychee varieties, achieving a recognition rate of 87.81% 

using an SVM model. However, the reliance on hyperspectral imaging entails the need for specialized 

equipment, escalating research costs and experimental complexities. Moreover, the technology's 

classification accuracy and reliability are susceptible to environmental influences.In a separate study, 

a Japanese scholar (Osako et al., 2020) employed deep learning technology to discern lychee varieties. 

Their findings indicated that an enhanced VGG-16 network achieved a remarkable 99% accuracy in 

identifying four lychee varieties. Nevertheless, the study's narrow dataset background and limited 

lychee variety selection (four) may restrict the model's generalization capability, limiting its 

applicability and practicality in real-world scenarios. 

With the continuous development of artificial intelligence technology, the field of fine-grained 

image classification in agriculture has also begun to widely adopt AI algorithms (Zhao et al., 2018; 

Wang et al., 2021;Shaikh et al., 2022; Akkem et al., 2023). In this trend, the widespread application 

of ResNet has become a prominent feature. This can be attributed to its introduction of residual blocks, 

which allow the model to learn residual information through skip connections, helping to address the 

problem of vanishing gradients (Akkem et al., 2023). This has made it possible to design deeper 

neural networks, overcoming the difficulties faced by traditional deep networks during training 

(Hong-hai et al., 2022; Akkem et al., 2023). The advantages of ResNet are not only reflected in better 

training effects and generalization performance, but also in its simple and clear structure, which is 

easy to understand and interpret (Yu et al., 2022), making it the preferred backbone network for image 

tasks in various fields (Hong-hai et al., 2022). A continuous emergence of ResNet-based variant 

networks, introducing improvements and innovations based on it, further adapts to different task 

requirements, expanding the possibilities for its application range. For example: Stephen et al. 

designed a self-attention ResNet network architecture for classifying rice leaf diseases (Stephen et al., 

2023), Wu et al. incorporated the SE attention mechanism and Ranger optimizer into the ResNet-50 

network to improve its capability to recognize chicken gender (Wu et al., 2023), and Wang et al. 

proposed the S-ResNet model for identifying insects in crops (Wang et al., 2022), adding a residual 

structure branch to the base ResNet. Sennan et al. proposed an improved residual network structure 

for the identification of spinach varieties (Sennan et al., 2022). Additionally, deep learning technology 

has brought significant advancements to multitask medical image analysis (Jiang et al., 2023; Zhao 

et al., 2023). 

Based on the above, in order to better solve the lychee variety classification problem, this study 

collected 3799 images of six lychee varieties. To address the problem of overfitting in deep neural 



networks due to the similarity of features between certain lychee varieties, this study improved the 

ResNet-34 backbone network to improve the accuracy of lychee variety classification. Specifically, 

the CBAM attention mechanism was introduced, and the spatial attention module (SAM) in the 

mechanism was improved. The improved attention mechanism module was added after Global 

Max_Pooling, before entering Global Avg_Pooling, and after stage 3 of ResNet-34 to help the model 

more accurately locate and identify the key information in the image. To further improve the model's 

generalization ability, transfer learning technology was used, and the weights of the ImageNet 

classification task were transferred to this study's task, and data augmentation was applied to the input 

data. The CBAM attention mechanism can adaptively learn the importance of each channel and 

spatial position, thereby improving the model's classification accuracy. In the SAM spatial attention 

module, the convolution block in the original SAM channel was adjusted to use three 3×3 convolution 

kernels to generate spatial attention feature maps, which can more accurately identify the key 

information in the image and strengthen support for the classification task. Additionally, this study 

used transfer learning technology, which can use a pre-trained model for fine-tuning in a new task, 

thereby significantly reducing the model's training time and computational cost. This study selected 

weights from the ImageNet classification task for transfer, as ImageNet is a massive image dataset 

containing various categories of images, which can effectively improve the model's generalization 

ability. The main contributions of this article are as follows: 

(1) This study proposed a new attention mechanism module called CBAMp by improving the 

SAM spatial attention module in the CBAM attention mechanism. This innovation can improve the 

model's classification accuracy, especially for the classification of different lychee varieties with 

similar appearances, where it performs better.  

(2) This study improved the ResNet-34 network structure using advanced techniques and further 

improved the model's performance by introducing the improved CBAMp attention mechanism, 

proposing an improved ResNet-34 residual network. This innovation can adaptively select the most 

discriminative and important regions in the image, thereby reducing the model's computational load 

and the impact of feature noise in redundant regions, thereby improving the accuracy and robustness 

of the model in lychee variety classification. It can solve the problem of difficult classification due to 

similar appearances of lychee varieties in the classification of lychee varieties. 

(3) A series of simulation experiments are taken to prove the validity of our suggested 

classification algorithm in this article compared with some general classification approaches. 

 

Introduction to related knowledge 

CBAM attention mechanism module 



CBAM (Convolutional Block Attention Module) is a lightweight attention module proposed by 

Woo that can be embedded in convolutional neural networks (Woo et al., 2018). Figure 1 show that 

The CBAM module consists of two independent sub-modules: the Channel Attention Module (CAM) 

and the Spatial Attention Module (SAM). CAM uses global average pooling to obtain global features 

for each channel. These global features are then mapped into a weight vector through two fully 

connected layers, which is multiplied with the input feature to obtain a weighted feature vector. SAM 

extracts spatial information through convolutional layers to generate a spatial weight matrix, which 

is then multiplied with the input feature to obtain a weighted feature vector. 

 

Channel attention module 

CAM (Channel Attention Module) is a channel attention mechanism that belongs to the hybrid 

attention mechanism, and its internal structure is shown in Figure 2. 

For an input feature map F, which is a four-dimensional tensor with shape (B, C, H, W), where 

B represents batch size, C represents the number of channels, and H and W represent the height and 

width of the feature map, respectively. After global average pooling (GAP) and global maximum 

pooling (GMP), it is compressed into two tensors with shapes of (B, C, 1, 1). These two operations 

capture the average response and maximum response within each channel, respectively, which helps 

to mine information between channels. Next, the two tensors obtained by GAP and GMP are 

respectively input into a multi-layer perceptron (MLP) with shared weights. This MLP usually 

consists of two fully connected layers with ReLU activation functions in between. As a result, two 

tensors are respectively transformed into two outputs with shapes of (B, C, 1, 1) through MLP. The 

outputs of GAP and GMP are element-wise added and then compressed to a value between 0 and 1 

using the sigmoid activation function. The resulting channel attention weight tensor has a shape of 

(B, C, 1, 1). The channel attention weight tensor is multiplied element-wise with the original input 

feature map to obtain an output feature map with a shape of (B, C, H, W). This weighting operation 

allows the network to automatically focus on channels that contain more representative information. 

Through this processing, CAM can enhance the channels in the input feature map that contain 

more representative information, thus improving the performance of the convolutional neural network. 

 

Spatial attention module 

SAM (Spatial Attention Module) is a spatial attention mechanism belonging to the hybrid 

attention mechanism, and its internal architecture is shown in Figure 3. This module takes the feature 

map outputted by the CAM module as input and generates a spatial attention feature map for the 

spatial relationship inside the feature map. The purpose of the SAM network is to determine where 



the meaningful parts are in the feature map. The SAM network aggregates information from the input 

features using global maximum pooling and global average pooling, then concatenates the results of 

the two pooling operations and performs convolution to generate the spatial attention feature map. 

Finally, the spatial weight parameters are obtained through the sigmoid activation function. The 

calculation formula for SAM is shown in equation (1). 

 M!(F) = σ(f "×"(AvgPool(F);MaxPool(F)))   (1) 
 

In the above formula, F represents the input feature, AvgPool represents average pooling, MaxPool 

represents global pooling, σ is the Sigmoid activation function, and f "×"  represents a 7×7 

convolutional layer. 

 

ResNet-34 residual network 

This study adopts ResNet-34 (Residual Network34) as the backbone network, which contains 

34 convolutional layers and fully connected layers. The basic unit of ResNet-34 is the residual unit, 

which consists of two convolutional layers and a residual connection between them. By stacking 

different numbers of residual units, ResNet constructs networks of different depths, which can solve 

the problem of gradient vanishing in deep networks and adapt to different task requirements (Lin et 

al., 2023; Xuanjie et al., 2023; Yu et al., 2023). Figure 4 shows the ResNet-34 network model, with 

input images of size 224×224. The lychee images are fed into the ResNet-34 network, and the bottom-

level features are extracted and dimension-reduced by a 7×7 convolutional kernel. These bottom-

level features are then input to four sets of residual units to extract high-level features. The four sets 

of residual blocks can also increase the width and nonlinearity of the network. 

 

Transfer learning 

Transfer learning is a machine learning technique that allows us to apply knowledge learned on one 

task to another related task, thereby reducing the amount of training data and computing resources 

required (Amin et al., 2023; Taghizadeh and Hossein, 2023; Xuanyu et al., 2023). Transfer learning 

has achieved significant success in the field of deep learning, especially in computer vision and 

natural language processing (Alfonso et al., 2023). 

The basic idea of transfer learning is to use the knowledge learned from the source task to 

accelerate the learning of the target task. Typically, the source task and the target task have some 

degree of similarity, such as involving similar types of input data or having related objectives 

(Zichuan et al., 2023). 

The main steps of transfer learning in the field of deep learning are as follows: First, pre-training 



a deep learning model on the source task, during which the model learns many common features of 

the source task, which are largely related to the target task. This pre-trained model is usually called 

the base model. Next is fine-tuning, which involves fine-tuning the base model to adapt to the new 

task in the target task. For the case of limited target task data, most layers of the base model (usually 

convolutional or self-attention layers) are kept unchanged, the top classification layer is removed, and 

one or more new fully connected layers are added to adapt to the target task. In this case, only the 

newly added fully connected layers are trained, while the other layers of the base model remain 

unchanged. For the case of abundant target task data, most layers of the base model (usually 

convolutional or self-attention layers) are kept unchanged, the top classification layer is removed, and 

one or more new fully connected layers are added to adapt to the target task. In this case, we not only 

train the newly added fully connected layers, but also fine-tune part or all of the layers of the base 

model (S. and Q., 2010). 

Generally speaking, transfer learning techniques can bring less training data, faster training time, 

and better model performance. 

 

Materials and Methods 

Improved CBAM attention mechanism module 

The Spatial Attention Module (SAM) in CBAM is a method for extracting spatial features from 

images. It uses a 7x7 convolutional kernel to convolve with the results of global max pooling and 

global average pooling, in order to obtain effective spatial features. Using a large convolutional kernel 

can achieve a larger receptive field, but may lead to overfitting. This study proposes a new strategy 

that uses three 3x3 convolutional kernels in series instead of the original 7x7 convolutional kernel. 

By increasing depth to obtain the same size receptive field as the large convolutional kernel, it 

effectively prevents overfitting of the network. The innovation of this improvement method is to 

replace the original large convolutional kernel with a small kernel sequence to obtain the same size 

receptive field, reduce the number of network parameters, improve computational efficiency, and 

reduce the risk of overfitting. In addition, this improvement method can be combined with other 

convolutional neural network structures to improve the overall performance of the network. 

Specifically, it calculates the weight coefficients of the feature map through two convolutional 

operations and a sigmoid activation function, in order to obtain better image representations. This 

improvement method can play an important role in image recognition and other computer vision tasks, 

and has good prospects for promotion and application. The improved spatial attention calculation 

formula is shown in equation (2). 

 M!(F) = σ(f$×$$ (AvgPool(F);MaxPool(F))) (2) 



 

In the above equation, f$×$$  represents three layers of 3x3 convolutions. 

In this study, the original CAM module in CBAM was retained, and an improvement strategy 

was proposed for the SAM module. The improved CBAM was named CBAMp（Convolutional Block 

Attention Module pro）. The overall architecture of CBAMp is shown in Figure 5. 

 

Improved ResNet-34 residual network 

The dataset used in this study has the characteristics of complex image backgrounds, a small 

proportion of effective information and the similarity of features among lychee varieties. In order to 

enhance the feature extraction ability of the network model in the face of complex and diverse lychee 

images, and to be able to focus on the differences in features between each variety, this study proposes 

a ResNet-34 model integrated with the innovative hybrid attention mechanism module CBAMp. The 

model utilizes the ability of CBAMp to comprehensively consider channel and spatial information. 

By modeling the information entering both the channel and spatial modules at the same time, the 

improved ResNet-34 model has stronger perceptual abilities, an improved understanding of the input 

images, and effectively obtains the overall contextual information of the lychee images. 

Figure 6 shows the overall network architecture of the ResNet-34 model with the hybrid 

attention mechanism CBAMp introduced in this study. The CBAMp module is added after the third 

stage following the max pooling layer and before the final global average pooling layer. The ResNet-

34 network with CBAMp can better capture the spatial features of lychee fruit, such as shape, texture, 

and color, and focus on the correlation between information in different channels, thereby effectively 

extracting and utilizing the feature information of lychee fruit in the dataset. 

 

Transfer learning usage 

To improve the accuracy of lychee cultivar classification, this study adopted transfer learning. 

Specifically, the ResNet-34 model pre-trained on a large-scale image dataset was utilized, and its 

parameters were fine-tuned on the lychee dataset to adapt to its features. The process of transfer 

learning is shown in Figure 7. After transfer learning, the model's convergence speed was improved 

during training, and the risk of overfitting was reduced, thereby enhancing the accuracy of lychee 

cultivar classification. It is worth noting that in the process of transfer learning, it is necessary to 

choose a suitable pre-trained model and fine-tuning strategy based on different datasets and tasks, in 

order to fully utilize the features and knowledge learned from the pre-trained model, and improve the 

model's generalization ability and performance. 

In this study, in order to apply transfer learning techniques, some adjustments were made to the 



task model: 

Model structure adjustment. The top classification layer of the pre-trained model is removed and 

replaced with a new fully connected layer to adapt to the number of lychee varieties. This ensures 

that the output dimension of the model is consistent with the number of lychee varieties. 

Fine-tune parameters. The pre-trained model is fine-tuned on the lychee dataset. In this study, 

most of the weights learned from the large-scale image dataset are preserved, but the weights of the 

top fully-connected layer and some other layers are updated to adapt to the lychee dataset's 

characteristics. This process can improve the model's performance on the target task by allowing it to 

leverage the generic feature representation learned from the source task while adapting to the specific 

requirements of the target task. 

 

Results 

Experimental environment construction and parameter configuration 

In the experiment, the computer system was Linux (Ubuntu20.04), with a 14-core Intel(R) 

Xeon(R) Gold 6330 CPU @ 2.00GHz and an NVIDIA RTX 3090 24GB graphics card. The deep 

learning framework used was PyTorch 1.10 with CUDA 11.3, and the memory was 64G. 

The experimental settings in this study are as follows: the optimizer is set to SGD (Stochastic 

Gradient Descent), the number of epochs is 100, and the batch size for each input sample is 32, The 

images' input size is 224×224. 

 

Experimental dataset 

The dataset collection process in this study was divided into three parts. First, lychee images 

were gathered using web crawlers from search engines like Baidu and Google. Second, images were 

downloaded from websites such as Visual China and the Chinese Plant Image Database. Lastly, lychee 

images were collected through on-site photography. A total of six lychee varieties were collected, 

including 'Feizi Xiao', 'Guiwei', 'Huaizhi', 'Litchi Wang', 'Nuomi Ci', and 'Xian Jin Feng'. To ensure 

the accuracy of variety classification, the images collected from the internet underwent strict manual 

verification. In total, 3,799 original images were collected and divided into training and test sets at a 

ratio of 4:1. Table 1 provides detailed information about each lychee variety in the dataset, including 

the Chinese name, total number of images, number of images in the training and test sets, and 

examples of images for each variety. 

 

Data augmentation 

In this study, a dynamic data augmentation strategy was adopted, which involves performing 



image transformations in real-time each time an image is read from the dataset. The advantage of this 

approach is that even the same image may appear in different forms during different training iterations, 

significantly enhancing the diversity of the dataset (Liu and Wu, 2018; Li et al., 2020). This 

diversification not only helps to prevent model overfitting but also enables the model to learn a 

broader range of feature representations, allowing it to adapt to new data outside of the training set. 

The data augmentation operations applied in this study include mirror flipping, vertical flipping, 

adding Gaussian noise, random angle rotation, and center cropping. These operations are designed to 

simulate a variety of scenarios in actual applications, where the model may need to recognize images 

of different angles and qualities. The effects of the augmented images are shown in Figure 8. 

For the training set, these augmentation operations are applied randomly each time a batch of 

data is loaded, aiming to increase the diversity of the dataset. Such diversity helps the model learn 

more generalized features, enabling it to better handle novel and previously unseen data. 

When processing the test dataset, random data augmentation operations are not used, as the test 

set is intended to represent the actual distribution of data, used for accurately assessing the model's 

performance. 

 

Experimental methods and evaluation metrics 

In this study, five classic convolutional neural networks were applied to the lychee classification 

task. The performance of the five networks was compared under the same optimizer (SGD), the same 

learning rate (lr=0.01), and the same number of iterations (epoch=100). 

The VGG-16 and VGG-19 networks were designed by the Oxford Visual Geometry Group and 

use the same convolutional layer structure. The difference between the two networks lies in their 

depth and number of parameters. Both networks have good feature extraction abilities, but have a 

large number of parameters and are prone to overfitting, requiring more training time and 

computational resources. AlexNet was proposed by Alex Krizhevsky et al. in the ImageNet 

competition and was the first deep convolutional neural network model used in large-scale visual 

recognition tasks. AlexNet has multiple convolutional and pooling layers and three fully connected 

layers were added at the end. 

Recall, Accuracy, Precision and F1_score are used as evaluation metrics for the lychee variety 

identification model's classification accuracy on lychee RGB images, as shown in equations (3)-(6). 

Recall =
T%

T% + F&
× 100% (3) 

Accuracy =
T% + T&

T% + T& + F% + F&
× 100% (4) 



Precision =
T%

T% + F'
× 100% (5) 

F1_score =
2 × Precision × Recall
Precision + Recall × 100% (6)   

 

In the equations, T%  represents the number of true positives (positive samples predicted as 

positive), F%  represents the number of false positives (negative samples predicted as positive), 

T& represents the number of true negatives (negative samples predicted as negative), and F& 

represents the number of false negatives (positive samples predicted as negative). 

 

Experimental testing and analysis 

Testing and analysis of classic convolutional neural networks 

The five classic convolutional neural networks, namely VGG-16, VGG-19, AlexNet, ResNet-

18, and ResNet-34, along with Vision Transformer and Swin Transformer, were applied to the task of 

classifying litchi varieties in this study. A comparison of their classification effectiveness was 

conducted. The comparison results are shown in Table 2. 

From the experimental results in Table 2, it is evident that in the task of classifying litchi varieties, 

VGG-19 scored the lowest in terms of accuracy and recall rates, at 72.4675% and 73.82% respectively. 

The ResNet networks significantly outperformed the others in both accuracy and recall rates. Among 

them, the best performing network was ResNet-34, achieving an accuracy and recall rate of 90.1344% 

and 91.23%, respectively, indicating its superior performance in the visual task of litchi classification. 

It is noteworthy that despite VGG-19 having a deeper model structure than VGG-16, its recognition 

accuracy decreased. The increased complexity and parameter count of the deeper model structure 

might lead to overfitting. For the VIT and Swin-T classification algorithms, which have performed 

well on the ImageNet dataset in the past two years, they achieved only 55.2981% and 47.5894% 

accuracy, respectively, in this study. This is attributed to the smaller scale of data in this research. Due 

to their larger number of parameters, higher complexity, and strong focus on global information, ViT 

and Swin-T might be more prone to overfitting on small datasets, leading to a decrease in accuracy 

compared to convolutional neural networks. Additionally, small datasets struggle to provide sufficient 

samples, making it difficult for complex models like Transformers to learn and generalize effectively, 

thus impacting their performance. In contrast, the ResNet network, utilizing residual block structures, 

allows the network to maintain high performance despite increased depth, and is less likely to suffer 

from gradient vanishing or exploding problems while learning higher-level features. 

However, due to the high similarity in texture, shape, and size features between some individual 

lychee varieties, the model's accuracy is only around 90%, which could result in many 



misclassifications with increasing data samples in practical applications. To address this, this study 

improved the ResNet-34 model to maximize the network's performance in lychee classification task. 

 

Improved ResNet-34 testing and analysis 

In this study, the ResNet-34 backbone network was improved by weight transfer, incorporating 

attention mechanism CBAM, and incorporating improved attention mechanism CBAMp. To verify 

the effectiveness of the improved network, the performance of the original ResNet-34 network was 

compared with the ResNet-34 network with various improvement measures applied, as shown in 

Table 3. 

In the table, the model naming convention is as follows: ResNet-34 represents the backbone 

network used; Tran represents the use of transfer learning technology; ResNet-34_1C with C 

represents the CBAM attention mechanism module, and 1C represents one CBAM attention 

mechanism module added after the Max Pool layer; ResNet-34_2Cp with Cp represents the improved 

attention mechanism module CBAMp, and 2Cp represents adding one CBAMp attention mechanism 

module after stage 3 on the basis of 1Cp; 3Cp represents adding a CBAMp module before Avg Pool 

layer on the basis of 2Cp. 

From the results in Table 3, it can be seen that the proposed Tran_ResNet-34_3Cp performs the 

best among all the improvement measures, with an accuracy of 95.8442%, a recall of 95.2953%, and 

an F1_score of 95.5561%. In terms of accuracy, the improved network is 5.5845 percentage points 

higher than ResNet-34 in the lychee classification task. One of the main reasons is the introduction 

of transfer learning, through which the model can leverage knowledge from weights pre-trained on 

large datasets such as ImageNet. The key advantage of this technique lies in endowing the model with 

rich feature extraction capabilities during initialization, thereby reducing the amount of training data 

required. The performance improvement brought about by transfer learning stems from the model's 

enhanced generalization ability. Since the pre-training dataset covers a wide range of categories and 

image features, the model can learn richer feature representations. Subsequently, through fine-tuning, 

the model can better adapt to specific tasks, such as lychee classification. This approach not only 

reduces training time but also decreases the need for extensive data, enabling the model to perform 

better when faced with complex or diverse datasets. Additionally, the introduction of the CBAMp 

attention mechanism enables the model to more accurately focus on important feature information. 

Compared to traditional CBAM, CBAMp can more fully utilize feature information in lychee 

classification tasks, thereby improving classification accuracy and stability. 

To better understand and analyze the Tran_ResNet-34_3Cp model proposed in this paper, the 

Grad-CAM (Gradient-weighted Class Activation Mapping) model visualization technique was used 



to visually explain the effect of the improved model (B.Zhou et al., 2016). This technique determines 

which part of the image contributes the most to the classification by calculating the importance of 

each class feature map to the output class. By inputting the trained weights, model information, and 

test images, a heatmap can be generated. Figure 9 shows several randomly selected lychee images 

from the dataset and the generated attention heatmap using Grad-CAM in this study. The more vibrant 

colors in the figure indicate the regions that the model pays more attention to. 

The results from figure 8 show that the proposed Tran_ResNet-34_3Cp model has a wider focus 

on the key areas of the lychee images compared to the original ResNet-34 model. It can recognize 

more features and more easily extract important characteristics that represent the lychee variety. 

The confusion matrix between our proposed model and ResNet-34 is shown in figure 10. The 

row labels of the confusion matrix represent the true labels of the predicted images, while the column 

labels represent the predicted labels of the model for the images. The values in the matrix represent 

the number of corresponding predicted lychee fruit images. 

From figure 10, it can be seen that compared to ResNet-34, the Tran_ResNet-34_3Cp model 

proposed in this paper has a more concentrated classification result on the diagonal of the confusion 

matrix, indicating that the model's lychee classification level is more accurate. By observing the 

incorrectly predicted samples, it can be seen that even with the improved network, 12 Xianjinfeng 

lychees were predicted as Nuomici, and 9 Litchi Kings were predicted as Xianjinfeng. This may be 

because Xianjinfeng is an improved variety of Nuomici, and some of its characteristics are inherited 

from Nuomici, resulting in similar appearance between the two varieties. Moreover, Litchi King and 

Xianjinfeng have similar contour shapes. Overall, the Tran_ResNet-34_3Cp model proposed in this 

paper has performed well in the lychee variety classification problem, and can effectively distinguish 

lychees and accurately identify their varieties. 

Table 4 presents the recognition results of Tran_ResNet-34_3Cp for various lychee varieties. 

From the perspective of recall, F1 score, and precision, the model achieves or approaches 95% in 

most categories. This demonstrates the model's sensitivity to subtle features, allowing for accurate 

differentiation between different categories, indicating a high level of lychee recognition capability. 

However, the identification performance for lychee varieties such as Lychee King and Xianjinfeng is 

relatively poor. The main reason lies in the similarity of their contours, both exhibiting a heart-shaped 

appearance, and their skin texture resembling crocodile skin. 

 

The impact of different attention mechanisms on Lychee classification 

To investigate the impact of different attention mechanisms on model performance, five sets of 

experiments were conducted, each incorporating SE, CA, ECA, CBAM, and the attention mechanism 



proposed in this paper, CBAMp. These mechanisms were added in the same positions as those in 

Tran_ResNet-34_3Cp. The results are presented in Table 5. 

From the table, it is evident that the model's classification performance is optimal when 

incorporating the CBAMp attention mechanism proposed in this paper, achieving an accuracy of 

95.84%. In contrast, the accuracies of SE, CA, ECA, and CBAM are relatively lower. From this 

experiment, it can be concluded that the CBAMp attention mechanism proposed in this paper is 

effective for lychee recognition. 

 

Comparison of this study's method with existing advanced algorithms in the field of fine-grained 

image classification 

This study's comparison results with other fine-grained image classification algorithms are 

shown in Table 6. Stephen et al. (2023) and Wang et al. (2022) respectively studied the fine-grained 

classification of leaf diseases and insects, introducing self-attention mechanisms and residual 

attention blocks in their networks, making the models more suited for recognizing small object 

features. Sennan et al. (2022) constructed a spinach image dataset under laboratory conditions, while 

Wu et al. (2023) built a chicken image dataset in a farm environment. In contrast, the litchi image 

dataset used in this study was captured in complex natural settings. 

In the field of litchi variety recognition, Osako et al. (2020) utilized the VGG-16 network to 

classify four types of litchi varieties, achieving a high accuracy of 98.33%. However, the choice of 

litchi varieties in their study was limited and the image background was uniform, leaving the model's 

adaptability to real-world scenarios with complex backgrounds to be verified. This study applied the 

model published by Wu et al. (2023) for litchi image classification experiments, achieving only an 

88.62% accuracy. This model was initially designed for identifying chicken gender and shows 

significant domain differences in recognizing specific visual features of litchi fruits, such as skin color 

and fruit shape. MPViT, one of the top-performing image classification algorithms at CVPR 2022, 

achieved only a 73.11% accuracy when applied directly to this study's dataset, primarily due to the 

small scale of the dataset, which could not provide sufficient learning samples for MPViT (Lee et 

al.,2022). This indicates that relying solely on the model's performance for assessment is insufficient; 

the compatibility of the algorithm with the application scenario also needs to be considered. Therefore, 

considering the practical limitations of data volume, the customized algorithm proposed in this study 

is the optimal choice for the current litchi variety recognition problem. 

In summary, the Tran_ResNet-34_3Cp model proposed in this paper performs best in the task of 

litchi classification, with its accuracy, recall rate, and F1_score all significantly surpassing the 

traditional ResNet-34 model, as well as outperforming the latest algorithms. The improvement in 



model performance is attributed to substantial modifications made to the traditional ResNet-34 in this 

study, enabling the model to better utilize feature information and focus on important features, thus 

enhancing feature representation and the model's generalization ability. This research provides an 

effective improvement strategy for the task of litchi classification and offers valuable insights and 

inspiration for the enhancement and optimization of other image classification tasks. 

 

Conclusions 

This study proposes a lychee variety identification method based on an improved ResNet-34, 

aiming to address the difficulties and subjectivity in lychee variety recognition in agriculture. The 

network structure of the existing ResNet-34 is improved by introducing the improved attention 

mechanism CBAMp, which enhances the network's ability to focus on the key features of different 

lychee varieties. On this basis, transfer learning technology is introduced. First, CBAM attention 

mechanism is introduced into the ResNet-34 network by adding CBAM after Max Pool, Stage3, and 

before Avg Pool, which enhances the network's ability to distinguish features between different 

categories while maintaining the original network architecture. Second, transfer learning is used to 

transfer the weights of a model trained on a large dataset to this task, improving model accuracy. 

Finally, the CAM channel in CBAM is retainxed, and the convolution kernel of the SAM channel is 

improved to deepen the network while maintaining the receptive field. Combining these 

improvements, the proposed model achieves high accuracy, effectively improving the model's 

recognition ability for lychee. 

The method proposed in this paper demonstrates significant advantages in lychee recognition. 

While traditional identification methods at the molecular and genetic levels are accurate, they are 

complex to operate, cause sample damage, and are time-consuming and costly. Although 

hyperspectral imaging combined with multivariate classification is non-destructive, it requires 

expensive equipment and is susceptible to environmental factors. In contrast, the deep learning 

method proposed in this paper does not require expensive instruments, resulting in lower research 

costs and no sample damage. By training deep learning models, this method can achieve rapid, 

effective, and economical lychee recognition while ensuring accuracy. It provides a solution to the 

complexity and potential damage risks associated with traditional methods. 

The lychee varieties involved in this study only cover 6 common ones in Guangzhou market. 

According to incomplete statistics, there are as many as 200 lychee varieties, making it difficult to 

cover most of them. Therefore, the lychee varieties to be included in future research need to be 

expanded. 
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Figure 1. The overview of Convolution Block Attention Module. 

 

 

 

 

 
Figure 2. Channel Attention Module. 

 

 

 

 

 
Figure 3. Spatial Attention Module. 

 



 
Figure 4. ResNet-34 backbone network. 

 

 

 

 

 
Figure 5. The over view of CBAMp. 

 

 

 

 

 
Figure 6. Integrate CBAMp ResNet-34 model. 

 



 
Figure 7. Resnet-34 Network Based on Transfer Learning and CBAMp Fusion. 

 

 
 

 

Figure 8. The effects of image enhancement after data augmentation. (a) is the original image, 

(b)-(d) are the effects of mirror flipping, vertical flipping, and adding Gaussian noise, 

respectively; (e)-(f) illustrate random angle flipping; and (g) is an example of center cropping. 

 



   

   

   

   



   

   

   

   



Original Image  ResNet-34 Tran_ResNet-34_3Cp 
Figure 9. Heatmap for the model in this paper and ResNet-34. 

 

 

 

 

ResNet-34 Confusion Matrix  Tran_ResNet-34_3Cp Confusion Matrix 

Figure 10. The Confusion Matrix of ResNet-34 andTran_ResNet-34_3Cp. 

  



Table 1. Basic information of Lychee image data set. 

Chinese name 
Number of 

pictures/images 
Number of training 

samples/images 
Number of test 
samples/images 

Example of 
experimental pictures 

Feizixiao 600 480 120 
 

Guiwei 510 408 102 
 

Huaizhi 615 492 125 
 

LizhiWang 1004 801 203 
 

Nuomici 368 291 77 
 

Xianjinfeng 702 559 143 

 

 

 

 

Table 2. Comparison of classification algorithm performance. 

Backbone network Accuracy % Recall % 
VGG-16 78.7013 76.46 
VGG-19 72.4675 73.82 
Vison Transformer (VIT) 55.2981 51.74 
Swin Transformer (Swin-
T) 

47.5894 49.31 

AlexNet 80.2733 80.23 
ResNet-18 89.2783 90.73 
ResNet-34 90.2597 89.29 

 

 



Table 3. The impact of various improvement strategies on the performance of the ResNet-34 

network. 

Model Accuracy % Recall % F1_score % 
ResNet-34 90.2597 89.2918 90.0410 
Tran_ResNet-34 92.8571 92.7634 92.1274 
ResNet-34_1C 88.9610 87.7438 88.0888 
ResNet-34_1Cp 88.8312 87.4001 88.2937 
Tran_ResNet-34_1C 94.5455 93.7460 94.4187 
Tran_ResNet-34_1Cp 93.2468 91.8387 92.5686 
Tran_ResNet-34_2C 95.3247 94.4453 94.9485 
Tran_ResNet-34_2Cp 93.6364 94.1981 93.6747 
ResNet-34_3C 91.5584 90.5332 91.2680 
ResNet-34_3Cp 91.1688 89.9594 90.3629 
Tran_ResNet-34_3C 95.7143 94.8778 95.3390 
Tran_ResNet-34_3Cp 95.8442 95.2953 95.5561 

 

 

 

Table 4. Classification performance of Tran_ResNet-34_3Cp on various lychee varieties. 

Varieties Recall (%) F1_Score (%) Precision (%) 
Feizi Xiao 100.00 99.59 99.17 
Guiwei 99.02 97.12 95.28 
Huaizhi 98.40 98.40 98.40 
Nuomici 96.55 95.15 93.78 
Lychee King 85.71 91.67 98.51 
Xianjin Feng 90.21 90.53 90.85 

 

 

 

Table 5 The classification performance of different attention mechanisms 

Module 
Experiment 1 Experiment 

2 
Experiment 3 Experiment 4 Experiment 

5 
ResNet-34 √ √ √ √ √ 
Attention mechanism SE CA ECA CBAM CBAMp 
Accuracy (%) 93.69 95.11 95.21 95.71 95.84 

 



Table 6. A comparison of this research method with existing state-of-the-art algorithms in 

the field of fine-grained image classification. 

Paper Object Model Types Accuracy 
Osako Y et al. 
(2020) 

Litchi VGG-16 4 98.33% 

Stephen et al. 
(2023) 

rice leaf 
disease 

ResNet-34+ self 
Attention 

4 98.54% 

Wang et al. (2022) insects S-ResNet 10 97.80% 
Sennan et al. 
(2022) 

Spinach ResNet-50 4 98.70% 

Wu et al. (2023) Chicken 
ResNet-

50+SE+Swish 
2 98.42% 

Lee et al. (2022) Litchi MPViT 6 73.11% 
Wu et al. (2023) Litchi ResNet-

50+SE+Swish 
6 88.62% 

Our model Lichi 
Tran_ResNet-

34_3Cp 
6 95.84% 

 


